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Abstract— The cloud computing infrastructure need to be selected with optimal number of devices whose reliabilities are stochastic in 
nature so that the offered cloud service are uninterrupted. Public and private cloud deployment models differ. Public clouds, such as those 
from Amazon Web Services or Google Compute Engine, share a computing infrastructure across different users, business units or 
businesses. Whereas the private cloud infrastructure is to be carefully designed keeping in mind of the budget spent, mean lifetime of the 
offered service as well as the nature of the devices used to built the cloud. A novel attempt is made to build cloud infrastructure by making 
use of sdp(stochastic dynamic programming) techniques to offer reliable services.  

Index Terms— Compute Engine, Cloud Computing, Private Cloud, Public Cloud, Reliability, SDP, Monte Carlo Simulation. 

——————————      —————————— 

1 INTRODUCTION                                                                     

HE basic requirements of cloud are 1)A computer 2) Static 
IP (if you want to access outside the LAN) 3) Linux OS 4) 

Hard disk (According to your need). Reliability evaluation of 
such a simple cloud have to be focussed on MTTF / MTTR 
and CTMC models.  

The software testing community has provided precise 
definition for software reliability. IEEE defines it as “the prob-
ability that software will not cause the failure of a system for a 
specified time under specified conditions”[1]. According to 
this definition, we define the cloud service reliability as “the 
probability that cloud service will successfully complete the 
customer’s request for a specified time.” 

2 SOURCE OF FAILURE 

Considering potential reasons for failure of a service 
request, we identify two main sources of failure, the first one 
is software faults on the one hand, and the second one is 
physical-resource breakdowns. A cloud computing system can 
schedule a request and divide it into different subtasks and 
assign the subtasks to different computing resources that may 
access different data resources over the Internet. The subtasks 
are actually software programs running on different comput-
ing resources, which contain software faults. Physical-resource 
breakdowns mainly happen due to hardware wear out and 
represent inevitability in cloud computing systems. Typically, 
a broken-down resource, which might be a CPU, memory, or a 
network link, is eventually repaired or replaced by a function-
ally equivalent new resource [3]. The reliability of such re-
sources is expressed in terms of Mean Time to Failure (MTTF) 
and Mean Time to Repair (MTTR). We assume that any service 
request that uses a certain resource r at some point in time t 
fails if resource is broken-down at t. Due to these Sources of 

Failure, it is obvious that a new hybrid model has to be devel-
oped for cloud reliability. Based on the above proposal the 
system reliability is given by[2] 

3 CLOUD SERVICE MODELLING 

In the process of a cloud service, facing all kinds of 
possible events such as failure, repair and recovery, it gives 
rise to a wide range of system states which are relevant to its 
ability to accept and successfully carry out its service. As 
shown in Figure 1, the states are hierarchically categorized as 
Running or Failure. A Running state is further classified in to 
Recovering (RI), Accessible (A) and Inaccessible (IA). When 
the system is in Recovering state, it can process service re-
quests but not be normal interaction. Inaccessible state is be-
longing to the Running state. For example, a system can be 
ready to accept service requests, but the cloud service received 
a denial of service or external attack, which may cause the fact 
that the user’s service requests cannot arrive at the system. 

When the cloud computing system is running, it may 
be failed caused by various kinds of reasons. For some failures 
cloud service can tolerate, such as failure within the ability of 
cloud services tolerance, we consider that cloud service is still 
in the Running state. For the failure cannot be tolerated, we 
think cloud services into a Failure state. Here, the failure is 
divided into the recoverable failure (Ra) and unrecoverable 
failure (N). In recoverable failure state, the cloud service enters 
the recovery state through repairing or replacing it. If in unre-
coverable state, only restart it can be possible to repair the 
cloud service. 

From the reliability perspective, some of the sojourn 
time distribution functions may be non-exponential [4]. There-
fore, the stochastic model based on the state graph is formu-

T 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 8, Issue 5, May-2017                                                                                           96 
ISSN 2229-5518  

IJSER © 2017 
http://www.ijser.org  

lated in terms of a semi-Markov process (SMP), which is a 
more general model than continuous-time Markov chain 
(CTMC) commonly used. It is obvious that this SMP model is 
also feasible when all the distribution functions are exponen-
tial, for a Markov process is a special case of SMP. To evaluate 
the cloud service reliability, we need to analyse the SMP 
model of the service describe by its state transition diagram. 
Here, the reliability indicates that the probability is the service 
doesn’t enter Ra and/or N state. So we class the SMP states 
into absorbing and transient categories depending on the ac-
tual nature of the attributes being analyzed. Once the system 
reaches any of the absorbing states, the probability of moving 
out of such state is 0. Hence, from a normal initial state, the 
probability is calculated with the visit count and sojourn time 

of each transient states [4]. 

The SMP corresponding to Figure 2 can be described 
in terms of its embedded discrete-time Markov chain (DTMC). 
According to the model and parameters shown above, the 
DTMC transition probability matrix could be written as: 

 

As mentioned above, we define the cloud service reli-
ability as “the probability that cloud service will successfully 
complete the customer’s request for a specified time.” In an-
other words, the reliability could also be defined as the prob-
ability that the cloud service will continuously and correctly 
complete the customer’s request in the time interval [0, t]. We 
assume that the service is in the normal state at time 0 [8,9]. 
Because of the variety of the distribution of the sojourn time in 
each state, it is difficult to give a general and normal expres-

sion of the probability. But, when the sojourn time conforms to 
exponential distribution, the sojourn time in the Running state 
is also exponential, then we have the probability density func-
tion f(x) ¼ le 2lx and probability function F(x) ¼ 1 2 le 2lx, l ¼ 
1/tRE_tRE is the sojourn time of a service in the Running 

state. Therefore, the reliability of the service could be calcu-
lated as follows:  

 

4 FAILOVER 

Failover is a backup operational mode in which the 
functions of a system component (such as a processor, server, 
network, or database, for example) are assumed by secondary 
system components when the primary component becomes 
unavailable through either failure or scheduled down time. 
Used to make systems more fault-tolerant, failover is typically 
an integral part of mission-critical systems that must be con-
stantly available. The procedure involves automatically off-
loading tasks to a standby system component so that the pro-
cedure is as seamless as possible to the end user. Failover can 
apply to any aspect of a system: within an personal computer, 
for example, failover might be a mechanism to protect against 
a failed processor; within a network, failover can apply to any 
network component or system of components, such as a con-
nection path, storage device, or Web server. 

Originally, stored data was connected to servers in 
very basic configurations: either point-to-point or cross-
coupled. In such an environment, the failure (or even mainte-
nance) of a single server frequently made data access impossi-
ble for a large number of users until the server was back 
online. More recent developments, such as the storage area 
network (SAN), make any-to-any connectivity possible among 
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servers and data storage systems. In general, storage networks 
use many paths - each consisting of complete sets of all the 
components involved - between the server and the system. A 
failed path can result from the failure of any individual com-
ponent of a path. Multiple connection paths, each with redun-
dant components, are used to help ensure that the connection 
is still viable even if one (or more) paths fail. The capacity for 
automatic failover means that normal functions can be main-
tained despite the inevitable interruptions caused by problems 
with equipment. 

5 RELIABILITY, AVAILABILITY AND SECURITY 

Cloud means multiple systems acting as one. When 
modelling infrastructure for offering IT services to deliver re-
liable services is challenging and consumed may have 
changed with cloud computing, it is still critical for these new 
solutions to support the same elements that have always been 
important for end users. Whether the cloud serves as a test 
bed for developers prototyping new services and applications 
or it is running the latest version of a popular social gaming 
application, users expect it to be functioning every minute of 
every day. To be fully reliable and available, the cloud needs 
to be able to continue to operate while data remains intact in 
the virtual data center regardless if a failure occurs in one or 
more components. Additionally, since most cloud architec-
tures deal with shared resource pools across multiple groups 
both internal and external, security and multi-tenancy must be 
integrated into every aspect of an operational architecture and 
process. Services need to be able to provide access to only au-
thorized users and in this shared resource pool model the us-
ers need to be able to trust that their data and applications are 
secure. 

A private cloud provides the same basic benefits of 
public cloud. These include self-service and scalability; multi-
tenancy; the ability to provision machines; changing comput-
ing resources on-demand; and creating multiple machines for 
complex computing jobs, such as big data. Chargeback tools 
track computing usage, and business units pay only for the 
resources they use. 

6 THINGS TO KNOW BEFORE MOVING TO CLOUD 

The phrase “working in the cloud” used to be unfa-
miliar to many, but it’s the way smart business is done today. 
Cloud computing has proven to be a secure, cost-effective way 
for organizations to meet accessibility, functionality, and flexi-
bility needs in their operations. From managing document 
approval to running accounts payable, human resources, and 

order fulfilment, cloud software is not just an accepted plat-
form, it’s critical for keeping competitive in today’s business 
environment. 

When it comes to document management in the 
cloud, the benefits are immediate and long-lasting. From reli-
ability, cost, and performance perspectives, there’s no other 
option that offers the freedom and capability of cloud comput-
ing. Before partnering with a cloud provider, consider these 
four things in each of the following ways: 

6.1 Security of Cloud Storage 

Security stands as one of the main concerns for most 
firms with regard to cloud computing. Given this, any trust-
worthy cloud-based document management software will 
come packed with measures designed to prevent data 
breaches and prevent hacking. 

You will want to look for: 

• Multi-location data centers on multiple grids and backed 
up to secondary data centers in real-time to ensure busi-
ness continuity 

• Segregated customer data stores to create a multitenant 
environment without having your data shared in the same 
logical location with someone else’s 

• Independent auditors conducting regular SOC (service 
organization controls) audits of processes ranging from 
product development to data center management 

• Cloud management software systems that run daily vul-
nerability tests performed by leading anti-virus software 

• An infrastructure built on best-of-breed equipment for 
maximum performance and uptime 

• Ongoing third-party vulnerability assessments 

• Encryption capabilities to ensure that in the unlikely event 
that documents are accessed by an unauthorized person, 
s/he won’t be able to view any data 

• IP-based access restrictions to ensure data isn’t shared in 
less secure environments, such as a mobile device con-
nected via free airport or coffee shop WiFi 

6.2 Reliability in the Cloud  

None of the above security measures mean much if a 
firm’s employees can’t rely on cloud-based software to be 
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ready when they need it. Lucky for them, cloud computing is 
designed specifically to be available at all times, no matter 
where, when, or how people want to work. Instead of needing 
to rely on the infrastructure present in an office or the IT per-
sonnel on-hand, cloud software providers host software on 
their own servers, with open-ended availability. Better still, 
the software responds quickly to new asks, meaning individ-
ual companies won’t have to wait for system infrastructure to 
scale up to meet changing, growing needs. 

And most importantly, expected uptime when com-
puting in the cloud is a very high 99.9%. To ensure this, reli-
able cloud software has independent monitoring systems 
housed from different worldwide locations constantly analyz-
ing uptime and responsiveness. Best-of-breed cloud software 
will also incorporate route control technology that selects the 
best routing path available at any given time to guarantee op-
timal responsiveness. 

6.3 Compliance Controls of Cloud Based Software 
Providers 

Any cloud-based software provider worth its salt will 
utilize compliance controls with SSAE 16, which allows ser-
vice organizations, including cloud computing providers, to 
disclose control activities and processes to their customers and 
their customers’ auditors. Regulations like Sarbanes-Oxley, 
Gramm-Leach-Bliley, and HIPAA requirements mean that 
corporations have to audit their suppliers’ internal controls, 
too, and SSAE 16 offers comprehensive audit reporting to fa-
cilitate compliance with each of these important regulations. 

The best companies also work with data centres that 
have been SOC 2 Type 2 audited, which guarantees a cloud 
service provider can keep its clients’ most sensitive data se-
cure. Not only is it a good idea to use SOC 2 Type 2 audited 
companies for your cloud storage and management needs, in 
some cases it’s increasingly required by regulatory agencies 
and auditors. 

 6.4 Creditibility of Cloud Computing Service 

Anyone with a server and a software portal can claim 
to offer “cloud computing,” but you need to be certain that 
you’re working with a credible service provider. Insisting on 
only doing business with firms that meet the compliance re-
quirements above is a great way to ensure that you’re using a 
trustworthy source. Another good idea is investigating details 
like awards received and the length of time the firm has been 
providing their cloud computing services, as it provides a lar-
ger, clearer picture of the company as a whole. You might also 

want to know about their other clients: the larger and more 
established the client list, the more trustworthy the company. 

• The infrastructure services are always activated on de-
mand, with no upfront investment or commitment 

• Resources are elastic: consumption can be increased or 
decreased at any time, as the situation demands. 

• The infrastructure and services are fully automated in the 
system center and totally controlled by the cloud service 
provider. 

 

Fig 1 Architecture of managed azure cloud 

• Software as a Service or SaaS is also called as AaaS 

— Applications as a Service. Applications are hosted 

by the cloud service provider (CSP), which allows the 

service to be accessed from anywhere at any time. The 

service can be any software-based application, includ-

ing communications, in real-time. 

• Platform as a Service (PaaS): A set of software and 

product development resources hosted on the CSP’s 

infrastructure. Developers can create applications on 

the platform over the Web using APIs, website por-

tals, or gateway software installed on the customer’s 

computer 

• Infrastructure as a Service (IaaS) which provides vir-

tual server instances with unique IP addresses and 

blocks of storage on demand. This is sometimes re-

ferred to as “utility computing”. 
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7 CONCLUSION AND FFUTURE WORK 

Reliability has always been an important issue for de-
sign and optimization of computing systems. In service com-
puting systems, the classical reliability model and evaluation 
method are no longer feasible. In this paper, we summarize 
the relevant researches and sources of failure on reliability of 
cloud computing system, and propose a a hybrid model for 
service availability based on the MTTF/MTTR and CTMC 
models for a service. Based on the model, we give the formal 
calculation of the reliability. We hope that this work could 
offer a useful reference for design and optimization of cloud 
computing systems. One of the goals of our future work is to 
design and conduct experiments based on real complex cloud 
computing systems. 
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